Accumulation of lysosomal storage material and late-stage neurodegeneration are hallmarks of lysosomal storage disorders (LSDs) affecting the brain. Yet, for most LSDs, including CLN3 disease, the most common form of childhood dementia, it is unclear what mechanisms drive neurologic symptoms. Do deficits arise from loss of function of the mutated protein or toxicity from storage accumulation? Here, using in vitro voltage-sensitive dye imaging and in vivo electrophysiology, we find progressive hippocampal dysfunction occurs before notable lysosomal storage and neuronal loss in 2 CLN3 disease mouse models. Pharmacologic reversal of lysosomal storage deposition in young mice does not rescue this circuit dysfunction. Additionally, we find that CLN3 disease mice lose an electrophysiologic marker of new memory encoding — hippocampal sharp-wave ripples. This discovery, which is also seen in Alzheimer’s disease, suggests the possibility of a shared electrophysiologic signature of dementia. Overall, our data describe new insights into previously unknown network-level changes occurring in LSDs affecting the central nervous system and highlight the need for new therapeutic interventions targeting early circuit defects.
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Introduction

Lysosomal storage disorders (LSDs) are a collection of over 70 multiorgan, progressive diseases affecting approximately 1 in 5000 individuals (1). The biochemical basis of many LSDs is well understood, with most genetic changes leading to alteration of enzymatic activity in lysosomes. Over the last decade advances in enzyme replacement have led to treatments that stabilize progression or reverse many of the somatic symptoms of LSDs. However, two-thirds of LSD patients have neurologic symptoms, and currently available therapies do not improve central nervous system (CNS) disease manifestations (2). Further, despite understanding the biochemical basis of most LSDs, the mechanisms driving neurologic symptoms, such as seizures or dementia, are largely unknown. Although it has been proposed that cell death drives symptoms, recent work highlights that cellular dysfunction begins long before cell loss in some LSDs (3).

One such neuronopathic LSD, CLN3 disease or juvenile neuronal ceroid lipofuscinosis (NCL), arises from biallelic mutations in \( CLN3 \). This is the most common subtype of the NCL disorders, which collectively are the leading cause of childhood dementia (4, 5). Typical disease progression begins with vision loss in early childhood, and subsequently patients experience neurocognitive regression (6), psychiatric symptoms, seizures (7), and in most cases, death by the third decade. Despite the identification of \( CLN3 \) as the causative gene for CLN3 disease 20 years ago (8) and the publication of many papers probing cellular mechanisms of \( CLN3 \) mutations or loss (9), the exact protein function and disease pathophysiology remain poorly understood.

Accumulation of lysosomal storage material and late-stage neurodegeneration are hallmarks of lysosomal storage disorders (LSDs) affecting the brain. Yet, for most LSDs, including CLN3 disease, the most common form of childhood dementia, it is unclear what mechanisms drive neurologic symptoms. Do deficits arise from loss of function of the mutated protein or toxicity from storage accumulation? Here, using in vitro voltage-sensitive dye imaging and in vivo electrophysiology, we find progressive hippocampal dysfunction occurs before notable lysosomal storage and neuronal loss in 2 CLN3 disease mouse models. Pharmacologic reversal of lysosomal storage deposition in young mice does not rescue this circuit dysfunction. Additionally, we find that CLN3 disease mice lose an electrophysiologic marker of new memory encoding – hippocampal sharp-wave ripples. This discovery, which is also seen in Alzheimer’s disease, suggests the possibility of a shared electrophysiologic signature of dementia. Overall, our data describe new insights into previously unknown network-level changes occurring in LSDs affecting the central nervous system and highlight the need for new therapeutic interventions targeting early circuit defects.

Accumulation of lysosomal storage material and late-stage neurodegeneration are hallmarks of lysosomal storage disorders (LSDs) affecting the brain. Yet, for most LSDs, including CLN3 disease, the most common form of childhood dementia, it is unclear what mechanisms drive neurologic symptoms. Do deficits arise from loss of function of the mutated protein or toxicity from storage accumulation? Here, using in vitro voltage-sensitive dye imaging and in vivo electrophysiology, we find progressive hippocampal dysfunction occurs before notable lysosomal storage and neuronal loss in 2 CLN3 disease mouse models. Pharmacologic reversal of lysosomal storage deposition in young mice does not rescue this circuit dysfunction. Additionally, we find that CLN3 disease mice lose an electrophysiologic marker of new memory encoding – hippocampal sharp-wave ripples. This discovery, which is also seen in Alzheimer’s disease, suggests the possibility of a shared electrophysiologic signature of dementia. Overall, our data describe new insights into previously unknown network-level changes occurring in LSDs affecting the central nervous system and highlight the need for new therapeutic interventions targeting early circuit defects.

Conclusion

Neuronal network dysfunction precedes storage and neurodegeneration in a lysosomal storage disorder. This discovery, which is also seen in Alzheimer’s disease, suggests the possibility of a shared electrophysiologic signature of dementia. Overall, our data describe new insights into previously unknown network-level changes occurring in LSDs affecting the central nervous system and highlight the need for new therapeutic interventions targeting early circuit defects.
We hypothesize that neurologic symptoms in LSDs arise because loss of protein function or enzyme activity alters neuronal activity, ultimately inducing activity-dependent changes in functional neuronal circuits, such as the hippocampus. The corollary of this hypothesis is that delayed correction of the underlying deficiency may be insufficient to restore circuit function and improve symptoms. To date, the lack of meaningful clinical benefit of several brain-directed LSD therapeutic trials, despite improving biochemical markers of disease in the CNS, supports this possibility (17–21).

As an important investigation into the role of circuit dysfunction in the pathogenesis of LSDs, we used in vivo electrophysiology and in vitro voltage-sensitive dye imaging (VSDI) techniques in 2 mouse models of CLN3 disease (10, 22, 23). We found that alterations in hippocampal dynamics arise very early in the disease course, before lysosomal storage or neuronal loss, and progress with age. Furthermore, CLN3 disease mice display network alterations reported previously in epilepsy and dementia models, suggesting that disorders arising from disparate molecular mechanisms may progress to have shared circuit pathology.

**Results**

The CLN3−/− hippocampus shows progressive network hypoexcitability after perforant path stimulation. To understand the hippocampal circuit dynamics contributing to CLN3-associated symptoms such as seizures and dementia, we performed VSDI in hippocampal slices from WT and CLN3Δex7/8Δex2/LacZ (CLN3−/−) mice across the life span. Fluorescence change in the entire hippocampus was quantified using our previously reported VSDI statistical toolbox (24).

At 2 months of age (very early–stage disease, see Supplemental Figure 1A for disease timeline; supplemental material available online with this article; https://doi.org/10.1172/jci.insight.131961DS1), CLN3−/− mice begin to show subtle motor defects on rotarod testing; however, at this age mice show no other notable behavioral phenotypes (10, 23); there is limited storage accumulation and no neuronal loss (Supplemental Figure 1, B–I). To investigate whether functional circuit-level defects precede neuropathologic changes, VSDI of the hippocampus was completed in hippocampal slices from 2-month-old WT and CLN3−/− mice (Supplemental Figure 1J). In very early–stage disease the dentate gyrus (DG) of CLN3−/− mice was hypoexcitable to perforant path (PP) stimulation as compared with WT (Figure 1, A–C and Supplemental Figure 2A). In the DG, there were multiple statistically significant regions of decreased fluorescence change evident on the raster plots at this young age. The internal blade of the DG appeared more hypoexcitable to perforant path stimulation (Figure 1, A–C and Supplemental Figure 2A). Cumulatively, the data demonstrate that DG hypoexcitability is a feature of CLN3 deficiency and not specific to a particular model.

In addition to a reduction in total excitation, peak excitation levels (Figure 1K) and the rate of signal propagation through the CLN3−/− DG were reduced (Figure 1L). Extracellular field recordings from the granule cell layer of the DG recapitulated and supported the DG network hypoexcitability found by VSDI. Field responses from CLN3−/− mice showed decreased magnitude and slope as compared with WT by 6 months of age (Figure 1, M and N).

VSDI investigations were also completed in a second model of CLN3 disease, specifically, the Cln3Δex7/8 B6.129(Cg)-Cln3Δex7/8/+ (CLN3Δex7/8) mouse. This model harbors the most common human CLN3 disease mutation. Similar to knockout mice, CLN3Δex7/8/+ mice accumulate storage material, have measurable neurodegeneration, and develop motor deficits (22). As in the CLN3−/− model, CLN3Δex7/8/+ mice show hypoexcitability of the DG in response to PP stimulation (Supplemental Figure 3). Collectively, the data demonstrate that DG hypoexcitability is a feature of CLN3 deficiency and not specific to a particular model.

Measurement of the VSDI response in the CA proper region after PP stimulation also revealed a progressive decrease in activity. At 2 months of age, there were only subtle differences between the WT and CLN3−/− excitation patterns (Figure 2, A–C, and Supplemental Figure 4A). However, by 6 months of age the hilus and CA3 regions showed decreased activity (Figure 2, D–F, and Supplemental Figure 4B). By 18 months of age, all regions of the hippocampus had decreased activity after PP stimulation (Figure 2, G–I, and Supplemental Figure 4C). Quantification of the difference in total fluorescence further confirmed these findings (Figure 2, J and K).
Figure 1. Activation of the DG after PP stimulation is significantly decreased in CLN3−/− mice by 2 months of age. (A–I) Raster plots of average fluorescence change (ΔF/F; warm colors, excitation; cool colors, inhibition) over time (x axis) and location within the hippocampus (y axis). PP stimulation location indicated by star. (A) Stimulation of the PP in 2-month-old animals reveals robust excitation of the DG in WT mice. (B) CLN3−/− DG is hypoexcitable as compared with WT after PP stimulation. (C) WT vs. CLN3−/− rasters were compared using a permutation sampling method. Pixels with P > 0.05 are masked in gray. For regions of significance with P < 0.05, the difference in fluorescence change (ΔF/F_{WT} − ΔF/F_{CLN3KO}) is shown. (D–F) The CLN3−/− DG continues to be hypoexcitable at 6–7 months and (G–I) 18–21 months. (J) Quantification of total fluorescence change in the entire DG supports hypoexcitability in CLN3−/− mice (2-way ANOVA, followed by Tukey’s multiple-comparisons test). (K) Peak fluorescence is also decreased in CLN3−/− mice (1-way ANOVA, followed by Holm-Šídák multiple-comparisons test). (L) Signal propagation is slowed in the 2-month-old CLN3−/− DG, as measured by time to peak response in regions of interest moving from the stimulation site to the distal end of the DG (2-way ANOVA). (M and N) The magnitude and slope of the extracellular field response recorded during VSD experiments in 6-month-old WT and CLN3−/− DG supports hypoexcitability in CLN3−/− DG (1-way ANOVA, followed by Holm-Šídák multiple-comparisons test). For all panels: *P < 0.05, **P < 0.01. Group sizes (n = slices, N = mice): 2-month WT n = 24, N = 6; 2-month CLN3−/− n = 26, N = 5; 6- to 7-month WT n = 23, N = 5; 6- to 7-month CLN3−/− n = 30, N = 8; 18- to 21-month WT n = 25, N = 7; 18- to 21-month CLN3 n = 26, N = 7. For all graphs mean ± SEM shown.
The CLN3–/– CA1 region becomes hyperexcitable in response to Schaffer collateral stimulation in very late–stage disease. Next, VSDI responses in the CLN3–/– hippocampus were measured after Schaffer collateral (SC) stimulation to directly evaluate CA1 region excitability. Similar to the findings after PP stimulation, there were only minimal differences in the response of the CA proper after SC stimulation at 2 months of age (Figure 3, A–C, and Supplemental Figure 4D). Also, as was seen after PP stimulation, the hilus and CA3 regions showed decreased activity after SC stimulation by 6 months (Figure 3, D–F, and Supplemental Figure 4E) and continued to show decreased activity at 18 months (Figure 3, G–I). However, unlike the response seen after PP stimulation, direct stimulation of the CA1 revealed network hyperexcitability that was first noted as an increase in the VSDI peak response (Figure 3, D–F) and the extracellular field response measured in CA1 stratum oriens (Figure 3K) at 6 months of age. CA1 hyperexcitability increased with disease progression (Figure 3, G–I).

CLN3–/– mice have decreased coordination of hippocampal network activity. We subsequently examined whether CLN3 deficiency alters network coordination throughout the circuit as quantified using VSDI. To examine this prospect, the correlation coefficient of the VSDI signal in each region of interest in each
slice was calculated, and an average correlation map for the whole circuit was created (Figure 4, A and B). As early as 2 months of age, there was a widespread decrease in the network coordination in most of the hippocampus after PP stimulation, with the hilus-to-hilus, hilus-to-CA1, CA3-to-CA1, and CA1-to-CA1 correlations reaching statistical significance (Figure 4C). Interestingly, this decreased correlation occurred before widespread differences in excitability of the CA proper (Figure 2, A–C, J, and K). Quantification of the average correlation coefficient in response to both PP and SC stimulation confirmed that the CLN3−/− hippocampus had decreased synchronization of activity in all regions investigated (Figure 4, D and E).

Carbenoxolone, a drug that reduces storage burden in CLN3−/− mice, worsens disease-induced network differences as measured by VSDI. To evaluate whether a therapy that corrects blood-brain barrier (BBB) deficits and storage burden could improve network dynamics, mice were treated with carbenoxolone (CBX). This small molecule corrected endocytosis defects in vitro and BBB deficits and lysosomal storage burden in vivo in CLN3−/− mice (25, 26). Two-month-old control and CLN3−/− mice were treated with 20 mg CBX for 2 weeks, a dose shown previously to reduce storage accumulation (25). CBX did not improve DG hypoexcitability after PP stimulation (Figure 5, A–C, and Supplemental Figure 5, A–C). Furthermore, CBX exacerbated hypoexcitability of the hippocampal hilus and CA3 regions after SC stimulation (Figure 5, D–F, and Supplemental Figure 5, D–F), relative to untreated 2-month-old mice. These data suggest that correction of storage burden may be insufficient to restore hippocampal function in CLN3−/− mice.

CLN3−/− mice have increased spiking activity on EEG. Most patients with CLN3 disease experience seizures and neurocognitive regression and manifest abnormalities on EEG (7). To investigate whether CLN3−/− mice demonstrate EEG abnormalities, 8-electrode intracranial EEG recordings were obtained from 14 WT and CLN3−/− adult mice. Electrodes were implanted into the cortex (barrel field, motor, and visual cortex) and into the hippocampal CA1 region, bilaterally. CLN3−/− mice had epileptiform discharges with high-frequency spiking activity (Figure 6, A and B) in both the cortex and hippocampus. An overt generalized tonic-clonic seizure was observed in only 1 CLN3−/− mouse (and never observed in WT mice); however, very late–stage mice (18 months and older) displayed frequent freezing behavior, which was often associated with brief runs of spiking activity on EEG.

Patients with epilepsy often demonstrate shifts in background EEG frequency composition (27); to evaluate whether CLN3 disease mice replicated this finding, quantitative EEG analysis was completed. Specifically, analysis of the frequency content of the baseline EEG using fast Fourier transform analysis revealed that CLN3−/− mice have a decrease in relative power in the slow activity delta frequency band (0.1–4.0 Hz) (Figure 6C). This is associated with a trend toward increased fast activity in the beta (13–25 Hz) and gamma (25–50 Hz) bands. Plotting the instantaneous ratio of the fast beta activity to slow delta activity in 6-month-old (early-stage disease) animals (Figure 6D) demonstrated no major differences. However, with disease progression, by 18 months of age (Figure 6E), there was increased fast beta frequency power with decreased slow delta activity, as shown by the separation between the measures from control (shown in black) and CLN3−/− mice (shown in red). CLN3−/− mice also had a significantly higher percentage of recording periods with both increased fast activity and spiking activity in the cortex and hippocampus (Figure 6F).

Hippocampal sharp-wave ripple abundance decreases with CLN3 disease progression. To further investigate disease-induced changes in hippocampal network dynamics that may be related to the progressive dementia found in the patients and mice, we quantified sharp-wave ripples (SWRs), oscillations important for memory consolidation that are disrupted in Alzheimer’s disease (AD) (28–33). SWRs during low theta periods were identified in EEGs recorded from the CA1 region of the hippocampus of WT and CLN3−/− mice (Supplemental Figure 6). The abundance of SWRs decreased in CLN3−/− hippocampus over the course of disease. In early-stage disease (6 months), there was no difference in SWR rate (Supplemental Figure 7). However, similar to reports of AD mouse models (31–33), late-stage animals (11 months or older) had a reduction in the number of hippocampal SWRs (Figure 7A).

SWRs trigger an increase in power in multiple frequency bands in the CLN3−/− hippocampus. Physiologic SWRs in the hippocampus are coupled with a power spectral peak in the slow gamma (25–50 Hz) frequency range (34, 35). This oscillation is thought to arise from the entrainment of the CA1 region of the hippocampus by the CA3 region during a SWR (34, 36–38). Spectral analysis of the 1-second period surrounding SWRs in control mice revealed an increase in the Z-score gamma oscillation power (Figure 7B) that is comparable to previously reported data (33). CLN3−/− mice demonstrated increased power in multiple frequency bands, not just increased gamma power, during SWRs (Figure 7C and Supplemental Figure 8). Furthermore, the
The magnitude of the gamma power elevation triggered by SWRs was higher in the CLN3\(^{-/-}\) hippocampus as compared with controls (mean low gamma Z-score at peak SWR 1.3 ± 0.1 vs. 6.2 ± 0.5) (Figure 7, D–F).

This exaggerated increase in gamma frequency power during SWRs was a progressive feature of CLN3\(^{-/-}\) mice. During SWRs 6-month-old control and CLN3\(^{-/-}\) mice had similar distributions of their low gamma power Z-scores (Figure 7F, solid lines). However, in middle-stage disease (11-month-old, Figure 7F, long dashed lines) and late-stage disease (18-month-old, Figure 7F, short dashed lines) there was a progressive absolute and relative increase in gamma power Z-score during SWRs as compared with controls.

It has been proposed that increased gamma power during physiologic SWRs may be due to an artifact arising from the overlap of multiple SWRs or prolongation of SWR duration (39) rather than a
true gamma frequency oscillation. Prolongation of ripple duration is not the mechanism of exaggerated increased gamma power in \( CLN3^{-/-} \) mice because SWR duration did not differ between control and \( CLN3^{-/-} \) groups (Supplemental Figure 9).

In summary, \( CLN3^{-/-} \) mice demonstrate progressive abnormalities in physiologic hippocampal high-frequency oscillations on EEG.

**Discussion**

In this study, we provide the first comprehensive evaluation of how a neuronopathic LSD progressively disrupts a functional neuronal circuit through in vitro and in vivo studies of mouse models of CLN3 disease. Consideration of neuronopathic LSDs as disorders of functional networks provides a potentially novel framework for understanding pathogenesis and can help inform therapy development.

Non-neurologic complications of many LSDs, such as hepatic and cardiac symptoms, can be treated through enzyme replacement or gene therapy strategies (for a review, see ref. 2). Conversely, correction of biochemical defects in the CNS has failed to improve neurocognitive outcomes in most therapeutic trials (17–21). Among the 12 LSD enzyme replacement or small molecule therapies approved in the United States as of 2018 (40), only 1, intraventricular cerliponase alfa therapy for CLN2 disease, is approved for a neurologic indication (41). This medication has been shown to slow the rate of neurologic progression but cannot reverse symptoms. Failure to improve neurologic features may be due to residual circuit-level pathology that remains after biochemical correction.
Through VSDI investigations, we found that all regions of the hippocampus in CLN3–/– mice show progressive hypoexcitability in response to perforant path stimulation. This hypoexcitability may contribute to the learning difficulties and dementia that arise in patients early in the disease course. In late-stage animals, the CA1 region becomes hyperexcitable to SC stimulation. CA1 hyperexcitability is a known epileptogenic trigger (42) and may contribute to the late-onset epilepsy seen in CLN3 disease patients.

Future patch-clamp electrophysiology studies of multiple cell types in the hippocampus in CLN3 disease mice across the life span could help delineate whether network differences arise from intrinsic differences in neuronal excitation, alterations in network connectivity, or a combination of both factors. It is also possible that alterations in perforant path myelination or structure could contribute to DG hypoexcitability. Detailed histologic evaluation of the perforant path across the life span of CLN3 disease mice is lacking; however, MRI studies in late-stage CLN3 disease mice suggest that white matter generally appears less affected than gray matter (43).

In this work we began our studies in very early–stage disease (2 months of age); at this time point CLN3–/– mice show very subtle differences on rotorod testing (10) but have no storage accumulation or neuronal loss in the hippocampus. Our VSDI findings of altered excitability in 2-month-old CLN3–/– mice show residual hypoexcitability of the DG after PP stimulation, as measured by VSDI response as compared with untreated CLN3–/– slices. CBX treatment worsened hypoexcitability of the hilus and CA3 after SC stimulation as compared with untreated CLN3–/–. Group sizes (n = slices, N = mice): 2-month PP stimulation untreated n = 26, N = 5; CBX-treated n = 25, N = 5; 2-month SC stimulation untreated n = 11, N = 5; CBX-treated n = 20, N = 5. Areas of statistical significance identified using a permutation sampling method; for regions of significance with P < 0.05, the difference in fluorescence change (ΔF/FUntreated – ΔF/FCBX) is shown. Panel A reproduced from Figure 1B. Panel D reproduced from Figure 3B.

Figure 5. CBX, a drug that reduces storage burden, cannot correct hypoexcitability of the DG and worsens hypoexcitability of the hilus and CA3 in early-stage CLN3 disease. (A–C) Hippocampal slices from 2-month-old CLN3–/– mice treated with 2 weeks of 20 mg CBX, a dose that reduces storage burden and normalizes endocytosis in vivo, show residual hypoexcitability of the DG after PP stimulation, as measured by VSDI response as compared with untreated CLN3–/– slices. (D–F) CBX treatment worsened hypoexcitability of the hilus and CA3 after SC stimulation as compared with untreated CLN3–/–. Group sizes (n = slices, N = mice): 2-month PP stimulation untreated n = 26, N = 5; CBX-treated n = 25, N = 5; 2-month SC stimulation untreated n = 11, N = 5; CBX-treated n = 20, N = 5. Areas of statistical significance identified using a permutation sampling method; for regions of significance with P < 0.05, the difference in fluorescence change (ΔF/FUntreated – ΔF/FCBX) is shown. Panel A reproduced from Figure 1B. Panel D reproduced from Figure 3B.
CLN3−/− mice EEG studies suggests that this may be a biomarker of disease progression. Similar studies in humans or in mice are needed to evaluate whether quantitative analysis of serial EEG recordings could be used to monitor CLN3 disease severity, progression, and response to potential therapies.

Circuit-level analysis also allows for comparisons among neurodegenerative disorders that share common symptoms, such as dementia, but arise from unique molecular mechanisms. We identified that late-stage CLN3−/− mice, like several mouse models of AD, have a decrease in the absolute number of hippocampal SWRs, a physiologic oscillation important for memory consolidation (31–33). Identification of shared network features could motivate future studies of network-targeted therapies, which are under development for AD (45–48), in CLN3 disease. Studies of hippocampal-mediated learning and memory in CLN3−/− mice across the life span are needed to fully characterize the impact of these network alterations.

Unlike in AD, when a SWR occurs in late-stage CLN3−/− mice, it triggers a pathogenic oscillatory response in the hippocampus with an exaggerated increase in the power of multiple EEG frequency bands. This may be related to the CA1 hyperexcitability noted in late-stage disease or the alterations in coordinated network activity identified through VSDI. Regardless of specific mechanism, this abnormal oscillatory response likely reflects generalized hippocampal circuitry pathology that may contribute to the epileptiform discharges identified on EEG in the setting of CLN3 deficiency.

It is difficult to extrapolate directly from in vitro VSDI studies of the ventral hippocampus to in vivo EEG recordings, which capture activity in the dorsal hippocampus and cortical structures. However, the identification of network-level differences on both recording modalities strongly supports the presence of dysfunctional neuronal circuits throughout the brain in CLN3 disease.
In summary, in vitro and in vivo electrophysiology studies of preclinical models of CLN3 disease revealed early and progressive hippocampal network alterations that arose before substantial storage accumulation or cell death occurred. Treatment with a drug that improves cellular phenotypes and reduces storage accumulation could not reverse hippocampal circuit pathology. The increased spiking activity seen on EEG and increased excitability of the CA1 on VSDI are consistent with the known seizure phenotype of CLN3 disease. CLN3–/– mice also demonstrated a progressive loss of SWRs, physiologic oscillations underlying memory consolidation. This mirrors findings in mouse models of AD, providing the intriguing possibility that different forms of dementia share common network deficits. These data highlight the need for novel therapies for neuronopathic LSDs that correct both cellular-level biochemistry and the primary circuit-level dysfunction.

Methods

Mice

CLN3lacZ/lacZ (i.e., CLN3−/−), CLN3lacZ/WT (both generated in-house, ref. 10), CLN3loxP/loxP (Jackson Laboratories, 017895), and WT mice were bred, housed, maintained, and genotyped in our laboratory as previously described (10, 23, 25). All mice were maintained on a C57BL/6J background. Male and female mice were used for all experiments.
For CBX studies, as previously published (25), a 0.5-M CBX disodium salt (Abcam) stock solution was prepared in ethanol. The stock was further diluted in saline to a final concentration of 2.0 mg/mL for gavage. Mice were administered 20 mg/kg CBX by gavage each morning for 14 days.

Slice preparation for VSDI
For VSDI studies, 400-μm hippocampal-entorhinal cortical slices, which preserve the hippocampal trisynaptic circuit (49–53), were prepared as per our standard protocols (24). Slices were cut in a high-sucrose cutting solution containing, in mM, 192 sucrose, 2.5 KCl, 1.25 NaH₂PO₄, 26 NaHCO₃, 12.2 glucose, 3 sodium pyruvate, 5 sodium ascorbate, 2 thiourea, 10 MgSO₄, and 0.5 CaCl₂. Slices were allowed to recover for 45 minutes at 37°C and 45 minutes at room temperature before recordings. During recovery the slices were maintained in an artificial cerebrospinal fluid (ACSF) containing, in mM, 115 NaCl, 2.5 KCl, 1.4 NaH₂PO₄, 24 NaHCO₃, 12.5 glucose, 3 sodium pyruvate, 5 sodium ascorbate, 2 thiourea, 1 MgSO₄, and 2.5 CaCl₂. For recording, slices were maintained in a standard ACSF solution containing, in mM, 128 NaCl, 2.5 KCl, 1.4 NaH₂PO₄, 26.2 NaHCO₃, 12.2 glucose, 1 MgSO₄, and 2.5 CaCl₂.

VSDI acquisition
The VSD di-3-ANEPPDHQ (Invitrogen, Thermo Fisher Scientific) was solubilized in 95% ethanol (0.020 mg/μL) and stored at −20°C. Slices were stained with the di-3-ANEPPDHQ (0.1 mg/mL, in ACSF) for 14–16 minutes. Slices were then transferred to a humidified interface chamber (BSC2, Scientific Systems Design), maintained at 30°C for recording.

VSD experiments were completed as previously published (24). In short, excitation light was provided by 7 high-power green LEDs (Luxeon Rebel LXML-PM01-0100, Philips) coupled to a 535 ± 25–25–nm filter and 565-nm dichroic mirror. A 610-nm longpass filter further isolated the emitted fluorescence. Fluorescence was recorded at 1000 frames per second with a fast video camera with 80 × 80 pixel resolution (NeuroCCD, Redshirt Imaging).

For each condition the perforant pathway and SC pathways were stimulated (Supplemental Figure 1J). Four stimuli were delivered as 0.1-ms pulses at 10 Hz through a bipolar tungsten electrode (ME12206, World Precision Instruments). Pathway stimulus strength was set at the current required to produce a saturating field potential response in the granule cell layer of the DG using a glass electrode pulled to a 2- to 8-MΩ tip and filled with ACSF. Field potential recordings were acquired using an Axoclamp 900A amplifier and pClamp 10 software (Molecular Devices). All recordings were 1.5 seconds long, with a 10-second delay between recordings to allow fluorescence to recover from photobleaching. Thirteen recordings of evoked activity were interleaved with 13 VSDI runs where no stimulus was delivered. Runs without delivered stimuli were used for offline subtraction to correct for any baseline drift over a recording. Simultaneous extracellular field potentials were recorded to further support VSDI findings.

VSDI analysis
Postcollection VSDI analysis was completed using the previously published VSDI toolbox (24). The software facilitates inspection of VSDI data and allows for robust statistical analysis across both spatial and temporal dimensions. Unlike traditional VSDI protocols, which analyze only a small number of user-selected ROIs, this toolbox allows for an unbiased evaluation of the dynamics of the entire hippocampus.

In short, a computational algorithm is used to create an unbiased ROI covering the entire hippocampus for each slice. The fluorescence response in each ROI for each image is calculated. As previously published (24), to compare between and average slices, linear interpolation was used to “stretch” rasters to be the same size. For all studies, a final stretched DG raster size was 22 ROIs, and a final stretched CA proper raster size was 36 ROIs.

Recordings from each condition per slice were averaged. A 2-dimensional raster plot showing the location, time, and fluorescence change for each recording protocol in each slice was generated. In addition to individual rasters for each slice, an average raster plot per condition was generated. The raster plots from different genotypes were compared using a permutation sampling method with n = 1000 permutations. A heatmap showing regions of the network with statistically significant (P < 0.05) differences was created. The average regional fluorescence response (DG, hilus, CA3, CA1) was calculated for each slice. This allows for further statistical comparisons of total and peak excitation.

To evaluate correlation of hippocampal network activity over space throughout the CA proper regions, a Pearson correlation coefficient matrix comparing fluorescence change in each ROI with every other ROI
was calculated in MATLAB (MathWorks, version 2018a, corr function), and a correlation map was created. Regional correlations were also compared by averaging the correlation coefficients from the hilus (ROIs 1–5), CA3 (ROIs 6–18), and CA1 (ROIs 19–36).

Histology
Immunohistochemical analysis of fixed brains was carried out as previously described (54). Briefly, mice were anesthetized with isoflurane and transcardially perfused with saline followed by 4% paraformaldehyde in 0.1 M phosphate buffer (MilliporeSigma), pH 7.4. The brains were removed and postfixed in 4% phosphate-buffered paraformaldehyde at 4°C overnight and then cryoprotected with 30% sucrose buffer, embedded in OCT, and stored at –80°C. Coronal sections (20 μm) were cut using a cryostat (Microm HM 500) and stored at –80°C until staining.

For measurement of autofluorescence, unstained immunofluorescence images of the DG region were acquired using a Leica DMR microscope coupled with a CoolSNAP camera (Leica Microsystems). For NeuN staining, sections were washed with PBS, permeabilized with 0.1% Triton X-100 in PBS for 7 minutes, incubated in 3% H₂O₂/10% methanol in PBS for 5 minutes, washed again with PBS 3 times, and blocked in 10% normal goat serum in PBS, all at room temperature. Sections were incubated with an antibody against NeuN (MilliporeSigma MAB377, 1:100) at 4°C overnight. To detect the primary antibody, sections were incubated with a biotinylated goat antimouse secondary antibody (Jackson ImmunoResearch 115-065-062, 1:500) at room temperature for 30 minutes. After PBS washes, sections were incubated in avidin-biotin complex (Vectastain, Vector Laboratories) at room temperature for 1 hour. Slices were incubated in DAB solution for visualization. Images of the hippocampus, original magnification ×10, were acquired and stitched. All images were analyzed using ImageJ (NIH). ROIs covering the entire DG, CA3, or CA1 regions were drawn, and the mean integral density of the region was calculated. Staining intensity from \( n = 4 \) animals per condition was measured.

EEG acquisition
Recording electrodes were constructed by connecting 6 cortical leads, 1 reference lead placed over the cerebellum, 1 ground (0.004 inches, formvar-coated silver wire, California Fine Wire), and 2 hippocampal leads (0.005 inches bare, 0.008 inches coated, stainless steel wire, AM-Systems) to a micro connector (Omnetics). Electrodes were placed while mice were under inhaled isoflurane anesthesia after premedication with intramuscular injection of ketamine/xylazine. Electrodes were implanted using the following stereotaxic coordinates (measurements relative to bregma): bilateral motor cortices: 0.5 mm rostral, 1 mm lateral, and 0.6 mm deep; bilateral barrel field cortices: 0.7 mm caudal, 3 mm lateral, and 0.6 mm deep; bilateral visual cortex: 3.5 mm caudal, 2 mm lateral, and 0.6 mm deep; and bilateral hippocampus (CA1 region): 2.2 mm caudal, 2 mm lateral, and 1.7 mm deep. The cerebellar reference lead was implanted posterior to lambda. The ground wire was wrapped tightly around a 1/8-inch self-tap screw (Precision Screws and Parts), which was inserted into the skull rostral to the motor cortex leads. A second screw was inserted caudal to lambda to help secure the recording headcap. The recording electrodes were secured with dental cement, and the animal was allowed to recover for at least 18 hours before recording.

For recording sessions, the implanted connector was attached to a lightweight RHD2000 low-noise amplifier chip (Intan Technologies), which was connected to a data acquisition board by a lightweight cable, which allowed the animal to move freely around the recording cage. Electrophysiologic data was acquired at 2 kHz using the Intan RHD2000 Recording System Software (http://intantech.com/downloads.html). Mice were recorded for at least 12 consecutive hours per animal. Recordings were saved in 30-minute files.

Fourteen animals per genotype group (WT and \( CLN3^{-/-} \)) were recorded. Each genotype group contained five 6-month-old, five 11-month-old, and four 18-month-old animals. Twenty-four 30-minute recording periods per animal were analyzed.

EEG analysis
All analysis was completed in MATLAB with software designed by members of the laboratory (55). Code is available at https://github.com/ahrensnicklasr/EEG-analysis-JCI-Insight. Steps of analysis included the following.

Detection of poor-quality recording channels. Before analysis, each recording channel for each 30-minute recording period was analyzed using an automated artifact detector. Detection of a bad or noisy recording
channel was completed by calculating the average of the root mean squared amplitude and skew of the voltage for each second of the recording. Although several EEG features and algorithms can be used for artifact detection, many approaches use these 2 features (56). Channels were excluded from further analysis if they had a root mean squared amplitude less than 30 μV or more than 200 μV or a skew greater than 0.4. These parameters led to an accuracy of 90% on a test data set as compared to an expert physician trained to evaluate EEGs.

Spike detection. Spikes were detected using a spike detector algorithm designed to detect voltage deflections that were greater than 5 standard deviations above the mean with a full width at half maximum amplitude of 5–200 ms. Spikes were eliminated if they occurred within 10 s of a deflection found to be an artifact (i.e., it had a half width outside the 5- to 200-ms range). This algorithm was shown to have an accuracy of 74% on a training data set, as compared to an expert physician trained to evaluate EEGs (consistent with accuracy rates of previously reported spike detector algorithms; ref. 57). For spike quantification 12 hours of recording were evaluated for each animal.

Power analysis. To evaluate mutation-induced differences in background EEG frequency composition, recordings were divided into 5-second epochs for power analysis. Epochs containing large amplitude artifacts, likely because of movement (defined as a peak Z-score of the root mean squared voltage amplitude greater than 3), were excluded from frequency analysis. Fast Fourier transform analysis was then completed on artifact-free epochs. Quantification of the power in each of the major EEG frequency bands (delta 0.1–4.0 Hz, theta 4–8 Hz, alpha 8–13 Hz, beta 13–25 Hz, and gamma 25–50 Hz) was completed. Power in each band was normalized to total power. Power in each band across all epochs was averaged. The epoch-by-epoch distribution of delta and beta power was also calculated. Finally, the proportion of 30-minute recording periods with both high average beta activity (beta power Z-score greater than 1 standard deviation above the mean) and spikes were calculated.

SWR analysis. To detect hippocampal high-frequency oscillations during low theta periods, i.e., hippocampal SWRs, data were analyzed using methods adapted from published studies (33). Recordings from hippocampal channels were bandpass filtered at 1–300 Hz, divided into 5-second epochs, and the root mean squared voltage for each epoch was calculated. Epochs with a root mean square voltage Z-score greater than 2 were eliminated to remove epochs with high-voltage artifacts that could obscure SWRs, which are brief (50–100 ms) events.

The artifact-free recording was bandpass filtered to capture activity in the delta, theta, beta, and ripple (150–250 Hz) frequency ranges. To identify low theta time points, the theta ratio was calculated for each time point by dividing the envelope amplitude of the theta-filtered signal by the sum of the envelope amplitude of the beta and delta signals. Low theta was defined as a point where the theta ratio Z-score was less than –0.5. Time points with possible ripple activity were identified when the envelope amplitude of the ripple-filtered signal had a Z-score greater than 4.

True SWR periods were identified using a 30-ms moving window; if 10 out of 30 milliseconds in the window had both a low theta Z-score (<–0.5) and a high ripple frequency Z-score (>4), a ripple was identified. Discrete ripple events had to be separated by at least 5 seconds. The number of ripple events per 30-minute recording period was calculated.

To evaluate features of the SWRs, the 1 second surrounding the ripple peak was captured. Using a Z-scored spectrogram calculated for the entire artifact-free recording, the peak and average Z-scored powers in each of the major frequency bands were calculated for 100-ms bins covering the 1-second ripple period. The Z-scored amplitude of the ripple-filtered voltage signal during the 1-second period was used to calculate ripple duration. Ripple start time was defined as the time when the Z-score of the ripple-filtered signal first reached a Z-score of 3, and end time was marked when the Z-score returned to less than 2.

Statistics
All statistical analysis of VSDI rasters was completed using the VSDI toolbox (24) (code available at https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0108686). For summary statistics of regions or groups, GraphPad Prism was also used. In graphs, data are expressed as mean ± SEM. The statistical significance of the observed differences between 2 groups was assessed by 2-tailed t test (for normally distributed data) or Mann-Whitney U test (for non-normally distributed data). For data sets with more than 1 time point or group, 1-way or 2-way ANOVA followed by Holm-Šídák or Tukey’s multiple-comparisons test was completed as detailed in each figure legend. Results were considered significant when P < 0.05.
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